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The acceleration of progress

From its beginnings in the 1950s, artificial intelligence (AI) has always been a groundbreaking field at 
the frontier of research. In recent years, a slow march to realise true AI has been replaced by rapid 
advances due in large part to the emergence of generative artificial intelligence (GenAI). 

A 2023 survey by Nature asked more than 1,600 researchers around the world how useful they thought 
AI tools would become for their fields in the next decade. More than half of those surveyed expected AI 
tools to be ‘very important’ or ‘essential’. 

On 21 March 2024, the United Nations General Assembly adopted a United States-led resolution on the 
promotion of ‘safe, secure and trustworthy’ AI systems that will also benefit sustainable development 
for all. Backed by more than 120 other Member States, it represents the first time the Assembly has 
adopted a resolution on regulating AI and recognises ‘the rapid acceleration of the design, development, 
deployment and use of artificial intelligence systems and rapid technological change’.

The catalyst

GenAI refers to a type of AI capable of generating original content, such as text, images, audio or even 
entire pieces of multimedia not directly copied from existing data. First introduced by OpenAI in June 
2018, the Generative Pre-trained Transformer (GPT) architecture was made public with GPT-1, a large-
scale unsupervised language model.  

The most recent version is GPT-4, released on 14 March 2023. It can generate, edit and iterate with 
users on creative and technical writing tasks. Capable of processing over 25,000 words of text, OpenAI 
cites use cases including long form content creation, extended conversations, and document search 
and analysis. 

Crucially, these recent advances have pushed AI beyond the laboratory into the wider research sphere. 
For research managers, it has the potential to transform how tasks are carried out, such as processing 
funding applications, monitoring project progress and managing financial reporting.  

AI tools are already used for a manner of different tasks within the research sector. Researchers at the 
Institute for Methods Innovation at the University of Warwick recently published an article on the way 
researchers may be able to utilise GenAI tools like ChatGPT to increase productivity. 

Suggestions include the creation of more accessible science communication content for different 
audiences and contexts, and repurposing funding applications to create impact plans or adjusting an 
application to fit a particular call. The tools could also help with ideas for survey design to evidence 
research impact or support the analysis of survey data. The researchers also highlight the tools’ 
limitations and note that they are ‘great support tools’ intended as ‘a starting point for content 
generation, editing and improvements’. 

https://www.nature.com/articles/d41586-023-02980-0
https://news.un.org/en/story/2024/03/1147831
https://www.fasttrackimpact.com/post/the-productive-researcher-now-powered-by-chatgpt
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Action and reaction

In December 2023, a European Commission policy brief on the role and potential of AI in science 
and innovation advocated a tailored ERA (European Research Area) policy to speed up and facilitate 
the adoption of AI in science. This would harness the potential of the technology to accelerate 
breakthroughs, foster innovation and drive economic growth. Included in the brief are also 
infrastructural aims such as strengthening of enabling data and computer ecosystems. 

At the same time, the Commission acknowledges AI-related ethical challenges and highlights the need 
to monitor the impact of AI on careers in research as well as on public trust in science in general. 

At the national level and recognising the potential of the technology, the French government moved 
early and launched the national strategy for artificial intelligence (SNIA) in 2018, with the ambition 
to position France as a European and world leader in AI. Funded through the €54 billion national 
investment plan France 2030, the strategy seeks to enshrine AI in the French economy and society 
while preserving France’s economic, technological and political sovereignty. 

The first phase of the strategy ran from 2018-22 and saw investment of €1.85 billion in France’s 
research capabilities, including the launch of the Jean Zay supercomputer and the creation of a 
network of interdisciplinary AI institutes. The second phase runs from November 2021 to 2025 with a 
€1.5 billion budget and focuses on three strategic pillars: support for the deep tech offer; training and 
attraction of talent; and bringing together the supply and demand for AI solutions. This phase seeks to 
disseminate AI technologies throughout the economy and will support R&D in priority areas such as 
embedded AI, trusted AI, frugal AI and generative AI. 

At the June 2023 Vivatech conference, French President Emmanuel Macron announced plans to 
increase France’s capacity to attract the best talents from around the world, encourage students and 
researchers into the AI field, and accelerate the dissemination of the uses of AI. 

This initiative was headlined by the ‘IA Cluster’ system, financed by €500 million from France 2030. 
To support this system, a call launched by the Agence Nationale de la Recherche (ANR - National 
Research Agency), sought to identify up to 10 universities and schools to aid in the establishment of 
AI research and training hubs. The overall aim was to consolidate the presence of at least three French 
establishments in the world’s top 50 universities in the field of AI, and to double the number of high-
level specialists in AI (notably engineers and doctors).

In Germany, Bundesministerium für Bildung und Forschung (BMBF - Federal Ministry of Education 
and Research) launched a new action plan for AI in November 2023, which sets out the Ministry’s 
objectives and priority areas for AI research in Germany.   

The primary aim of the action plan is to support the competitive position of Germany and its European 
partners in AI development by building on existing research strengths and developing a distinct profile 
for AI ‘Made in Germany’. At the same time, BMBF intends to drive forward the current discourse 
around the risks associated with AI by supporting the development of legal framework conditions 
based on scientific and empirical evidence. 

Outside the EU, the UK is seeking to establish a leadership role within a broader internationalist 
approach. It hosted the world’s first global AI Safety Summit in November 2023, bringing together 
leaders from 28 countries and the EU as well as leading players in industry, academia and civil society. 
The summit concluded with a Declaration for nations to work together to identify, measure and 
regulate the risks posed by AI.  

The UK has also announced the formation of the AI Safety Institute, the first state-backed organisation 
dedicated to advanced AI safety for the public interest. The new body will make its findings available 
worldwide to facilitate an effective global response to the opportunities and risks posed by advanced AI. 

These risk management measures are allied with a significant drive to promote and capture the 
benefits of AI. For example, the UK government’s March 2023 AI Regulation white paper set out a 
‘pro-innovation’ approach to regulation. This approach consciously aims to avoid regulation at the early 
stages of AI’s development before the risks are properly understood. A February 2024 response to a 
consultation on the initial white paper stated that the UK government will ‘not rush’ to legislate and ‘will 
legislate when we are confident that is the right thing to do’.

The global reach of the technology has led to a consensus that international collaboration is essential. 
On 1 April 2024, the US and UK signed a memorandum of understanding on developing AI safety, with 
a view to further increase alignment over time. Measures include committing to perform at least one 
joint testing exercise on a publicly accessible model; collaborating on AI safety technical research; 
fostering personnel exchanges; and sharing information about activities conducted. The memorandum 
also contains a commitment to working with other governments on international standards for AI 
safety testing, as well as on other relevant standards.

This commitment was swiftly realised on the US side following the sixth EU-US Trade and Technology 
Council (TTC) meeting in April 2024, which saw the creation of a new research alliance called 
‘AI for Public Good’. This partnership seeks to ensure EU and US scientists work collaboratively 
on innovations that deliver societal wellbeing. Recent developments in areas including energy 
optimisation, emergency response, urban reconstruction, and extreme weather and climate forecasting 
will be built upon as the partnership seeks to forge further collaborations and address global 
challenges.

At the same meeting, 13 new terms and 24 amended terms were included in the EU-US Terminology 
and Taxonomy for Artificial Intelligence document, which aims to provide a standardised approach 
to AI risk management and trustworthy AI in the EU and US. New terms include ‘deep fake’ and 
‘confabulation’ (aka hallucination) while amended definitions were made to terms including ‘large 
language model’, ‘trustworthy AI’, ‘natural language processing’ and ‘big data’.

https://research-and-innovation.ec.europa.eu/news/all-research-and-innovation-news/harnessing-potential-artificial-intelligence-science-boost-europes-global-competitiveness-2023-12-13_en
https://anr.fr/en/france-2030/france-2030/
https://www.cnrs.fr/fr/presse/jean-zay-le-supercalculateur-le-plus-puissant-de-france-pour-la-recherche
https://vivatechnology.com/
https://anr.fr/fr/france-2030/france2030/call/ia-cluster-poles-de-recherche-et-de-formation-de-rang-mondial-en-intelligence-artificielle-app/
https://www.bmbf.de/bmbf/de/forschung/digitale-wirtschaft-und-gesellschaft/kuenstliche-intelligenz/ki-aktionsplan.html
https://www.aisafetysummit.gov.uk/
https://www.gov.uk/government/organisations/ai-safety-institute
https://www.gov.uk/government/publications/ai-regulation-a-pro-innovation-approach
https://www.gov.uk/government/consultations/ai-regulation-a-pro-innovation-approach-policy-proposals/outcome/a-pro-innovation-approach-to-ai-regulation-government-response
https://eur02.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.gov.uk%2Fgovernment%2Fpublications%2Fcollaboration-on-the-safety-of-ai-uk-us-memorandum-of-understanding&data=05%7C02%7Ccathie.pringle%40idoxgroup.com%7C62e0b25494e34132e8bf08dc58afbc2d%7C7486c6da5b264ec5b9829b5505c8360b%7C1%7C0%7C638482759003368193%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C0%7C%7C%7C&sdata=gG%2BLLQjr8%2F6ftpvso7LZ7jxSQQMrS1DH3tNlcf2nKPU%3D&reserved=0
https://eur02.safelinks.protection.outlook.com/?url=https%3A%2F%2Fdigital-strategy.ec.europa.eu%2Fen%2Flibrary%2Fai-public-good-eu-us-research-alliance-ai-public-good&data=05%7C02%7Ccathie.pringle%40idoxgroup.com%7C62e0b25494e34132e8bf08dc58afbc2d%7C7486c6da5b264ec5b9829b5505c8360b%7C1%7C0%7C638482759003378153%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C0%7C%7C%7C&sdata=eyCtZJUQaau3MfbddinIIsRlmFzHr5RomWQnUGb4cRU%3D&reserved=0
https://eur02.safelinks.protection.outlook.com/?url=https%3A%2F%2Fdigital-strategy.ec.europa.eu%2Fen%2Flibrary%2Feu-us-terminology-and-taxonomy-artificial-intelligence-second-edition&data=05%7C02%7Ccathie.pringle%40idoxgroup.com%7C62e0b25494e34132e8bf08dc58afbc2d%7C7486c6da5b264ec5b9829b5505c8360b%7C1%7C0%7C638482759003387805%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C0%7C%7C%7C&sdata=wJ8N55j1qjCCRY3h%2BfoH1qVdL3TAfp21FqFBsxPM7T4%3D&reserved=0
https://eur02.safelinks.protection.outlook.com/?url=https%3A%2F%2Fdigital-strategy.ec.europa.eu%2Fen%2Flibrary%2Feu-us-terminology-and-taxonomy-artificial-intelligence-second-edition&data=05%7C02%7Ccathie.pringle%40idoxgroup.com%7C62e0b25494e34132e8bf08dc58afbc2d%7C7486c6da5b264ec5b9829b5505c8360b%7C1%7C0%7C638482759003387805%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C0%7C%7C%7C&sdata=wJ8N55j1qjCCRY3h%2BfoH1qVdL3TAfp21FqFBsxPM7T4%3D&reserved=0
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The research response

• Universities will adapt teaching and assessment to incorporate the ethical use of GenAI and 
support equal access.

• Universities will ensure academic rigour and integrity is upheld.

• Universities will work collaboratively to share best practice as the technology and its application 
in education evolves.

 
This need to foster ‘AI literacy’ was subsequently identified as one of the key takeaways of a November 
2023 conference organised by the Coimbra group of 41 European universities exploring the use 
of GenAI in universities, which identified potential negative impacts on information integrity but 
nevertheless emphasised the ‘importance of maintaining calm’.

The European Commission together with the ERA countries and stakeholders published a set of 
guidelines on 20 March 2024 to help the European research community - including researchers, 
research organisations and research funders - use GenAI responsibly. The guidelines aim to ensure 
that a coherent approach to the technologies applies across Europe and are designed to balance the 
technologies’ benefits with their potential risks to maintain research integrity.

Key takeaways from the guidelines include:

• Researchers should refrain from using GenAI tools in sensitive activities such as peer reviews or 
evaluations and use GenAI respecting privacy, confidentiality and intellectual property rights.

• Research organisations should facilitate the responsible use of GenAI and actively monitor how 
these tools are developed and used within their organisations.

• Funding organisations should support applicants in using GenAI transparently.

While governments attempt to address the growing influence of AI on national policy, the international 
research community faces the impact of rapidly evolving AI on traditional working practices while 
ensuring the continued integrity and validity of research.  

The European University Association (EUA), which represents more than 870 universities and national 
rectors’ conferences in 49 European countries, set out a position paper on the responsible use of 
AI tools in higher education teaching and learning, in which it described any attempts to ban the 
technologies as ‘futile’. 

It instead advises institutions to adapt their approaches to the reality of the technology and invites 
universities to consider key factors related to AI tools’ immediate consequences on learning and 
teaching, the ongoing innovation of learning and teaching, and universities’ broader role in relation to 
the impact of such technologies on society. 

The UK Russell Group of 24 leading universities took a similar approach. A July 2023 statement 
acknowledged the risks and benefits of AI technologies and set out five principles to ensure staff and 
students are ‘AI literate’ and able to capitalise on the opportunities that AI technologies can provide for 
teaching and learning:

• Universities will support students and staff to become AI-literate.

• Staff should be equipped to support students to use GenAI tools effectively and appropriately in 
their learning experience.

The guidelines are not binding and instead take into account pre-existing frameworks for the use of 
AI both generally and in the research sector specifically, such as the European Code of Conduct for 
Research Integrity and the guidelines on trustworthy AI. Users of the new guidelines are encouraged 
to adapt them to their specific contexts and situations, keeping proportionality in mind.

Given the rapidly evolving nature of the technology, the guidelines will be updated with regular 
feedback from the scientific community and stakeholders. Interested stakeholders are therefore 
invited to submit their feedback on the guidelines via the dedicated portal.

AI and funders

The pragmatic approach to the technology taken by the academic sector is mirrored by research 
funders. In September 2023, a joint statement was issued by the UK Research Funders Policy Group, a 
collective of senior representatives from some of the UK’s major science and health research funders, 
including UK Research and Innovation (UKRI), the Association of Medical Research Charities (AMRC), 
Cancer Research UK (CRUK), the National Institute for Health and Care Research (NIHR) and the 
Wellcome Trust. 

While recognising the opportunities and benefits of GenAI tools, such as assisting neurodivergent 
researchers and reducing potential language barriers, the statement highlights multiple risks in both the 
application and assessment process of funding applications, including relating to ‘rigour, transparency, 
originality, reliability, data protection, confidentiality, intellectual property, copyright, and bias’. 

Regarding the development of funding proposals, the guidance states researchers ‘must ensure 
generative AI tools are used responsibly and in accordance with relevant legal and ethical standards 
where these exist or as they develop’. The statement also forbids peer reviewers from using generative AI 
tools in their peer review critiques or applicant responses to critiques, citing confidentiality concerns. 

In the same month, Deutsche Forschungsgemeinschaft (DFG – German Research Foundation) issued 
a similar statement discussing the influence of generative models of text and image creation. The 
statement, which was also endorsed by Volkswagen Foundation, offers initial guidelines for dealing 
with generative AI tools in the context of scientific and scholarly research, as well as within the 
framework of the review, evaluation and decision-making process of research funders. 

https://www.coimbra-group.eu/responsible-use-of-artificial-intelligence-in-universities/
https://research-and-innovation.ec.europa.eu/document/2b6cf7e5-36ac-41cb-aab5-0d32050143dc_en
https://www.eua.eu/
https://www.eua.eu/resources/publications/1059:artificial-intelligence-tools-and-their-responsible-use-in-higher-education-learning-and-teaching
https://russellgroup.ac.uk/news/new-principles-on-use-of-ai-in-education/
https://allea.org/code-of-conduct/
https://allea.org/code-of-conduct/
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://ec.europa.eu/eusurvey/runner/feedback_GenAIResearch
https://wellcome.org/what-we-do/our-work/joint-statement-generative-ai
https://www.dfg.de/en/service/press/press-releases/2023/press-release-no-39
https://www.volkswagenstiftung.de/en/influence-generative-models-text-and-image-creation-research-and-funding-activities
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As per its UK counterparts, DFG does not rule out the use of generative tools but highlights the need to 
uphold certain standards to ensure good research practice. This includes aspects such as transparency 
and verifiability of research processes and findings, compliance with professional ethics and basic 
principles of research integrity, as well as disclosure of all cases where generative models are used. 
 
The statement highlights the responsibility of the human author of any research publication to ensure 
that the use of AI tools does not infringe other people’s intellectual property or result in scientific 
misconduct. DFG also makes clear that the use of generative models in the preparation of research 
proposals submitted for funding has no impact on the funding decision. However, the same tools cannot 
be used for the preparation of reviews as this may breach the confidentiality of the process.

Safeguarding and looking ahead

A recent LSE blog post on the topic posits that recent developments are part of a long-term trend, 
stating: ‘Claims to moral purity based on avoiding GenAI tools are dubious at best. Anybody who has ever 
accepted a suggested change from an automated spelling or grammar check in Microsoft Word already 
has some experience with using an AI tool to improve their work.’  

However, ethical concerns outlined in statements made by the Research Funders Policy Group and 
DFG related to the rapid expansion of GenAI and the need to manage risk are being raised across the 
research community.  
 
On 13 March 2024, the European Parliament approved the Artificial Intelligence Act (AI Act). It aims to 
‘protect fundamental rights, democracy, the rule of law and environmental sustainability from high-risk AI, 
while boosting innovation and establishing Europe as a leader in the field’.  

The AI Act introduces rules banning certain AI applications that threaten citizens’ rights. Emotion 
recognition in the workplace and schools, social scoring, predictive policing and AI that manipulates 
human behaviour or exploits people’s vulnerabilities will also be forbidden. 

In concert with the AI Act, the European Commission’s new European AI Office will play a key role in 
implementing its provisions and fostering the development and use of trustworthy AI. 

These developments run in parallel with concerted efforts to ensure Europe does not fall behind in the 
race to be at the forefront of AI development. Crucial to this will be the preparation of the successor to 
Horizon Europe, Europe’s Framework Programme for Research and Innovation. Currently referred to as 
FP10, the Commission is scheduled to publish a set of proposals in July 2025, offering a glimpse into its 
long-term plans for meeting this dual challenge. 

However, with AI tools developing at an exponential rate, specific plans can quickly become outdated and 
less important than setting out how long-term challenges will be faced. FP10 will need the flexibility and 
adaptability necessary to meet whatever challenges lie ahead and, crucially for many in the sector, the 
large-scale investment needed to ensure Europe can compete in this most competitive and crucial field.
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Addressing the major technological and logistical challenges facing AI over the next 10 years, Head of 
AI for Science at Google DeepMind, Dr Pushmeet Kohli, outlined both the need to rescale AI models as 
their capabilities progress and, crucially, to ensure scientists have access to them and are genuinely 
capable of understanding them. This point was backed by Girardi, who stated that the shift to AI 
requires genuine investment in the education of scientists so they can utilise AI technologies in a 
responsible way. 

Disruptive and transformative, but loaded with risk and ethical concerns, harnessing AI’s potential 
represents a huge challenge for the international research community.  
 
As part of its ongoing coverage of research funding and policy developments, ResearchConnect covers 
breakthroughs in AI in and for the research sector. We offer a user-friendly database containing a 
global source of research opportunities, covering a broad range of funders and disciplines. Our news 
content features the most recent research calls and funder updates, providing access to the latest 
funding opportunities and developments to researchers worldwide. 

Call us now on 0333 011 1200 or email marketing@idoxgroup.com 
for more information about Idox’s funding services. 

The 2024 European R&I Days highlighted the need to foster strong public-private partnerships to both 
enable sharing of the extensive and expensive resources required to conduct this research, and to ensure 
that the vast amount of data and discovery research conducted in the public realm can be successfully 
translated to deliver the specific needs of industry. President of the European Partnership in AI, Data and 
Robotics (ADR), Emanuela Girardi, highlighted that the Partnership had been most successful when it 
moved away from a generalised approach to AI and instead focused on the specific needs expressed by 
industry, such as the use of AI for robotics.

https://blogs.lse.ac.uk/impactofsocialsciences/2024/02/09/should-the-generative-ai-scholar-be-fast-or-slow/
https://www.europarl.europa.eu/news/en/press-room/20240308IPR19015/artificial-intelligence-act-meps-adopt-landmark-law
mailto:marketing%40idoxgroup.com?subject=Idox%20software%20solutions
http://www.idoxgroup.com

